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<Aim> To advance the understanding and use of 'information' and 'information system',

two key concepts for Information Systems (IS).

<Relevance> To date these two concepts remain fuzzy, contradictory or arbitrarily de-
fined. However, being fundamental to the IS field, they require continuing attention and
insightful discourse, which have so far been missing. This thesis follows a call ex-

pressed by several IS academics over the past decades to engage with these concepts.

<Methodology> Several hundred publications engaging with information at a concep-
tual and theoretical level from a wide range of disciplines, as well as dozens of defini-
tions of IS from within IS are reviewed. These publications were critically analyzed re-
garding their underlying epistemological and ontological assumptions, as well as their
strengths and limitations. This critical engagement with the literature provided a basis

for further theoretical development.

<Major Findings> (Chapter 2) A taxonomy of five different views of information: the
material, engineering, objectivist, subjectivist and inter-subjective view. (Chapter 3) A
facet based approach to information identifying 15 aspects associated with the semio-
logical dimensions of information, namely its physical inscription, the rules of sign sys-
tems, meaning, and usage. (Chapter 4) Five views of IS are critically investigated: tech-
nological, social, socio-technical, modelling, and process oriented; in addition a sixth

view is developed understanding IS as ongoing sociomaterial entanglement.

<Contributions> (1) The taxonomy of approaches to information identifies and criti-
cally reflects on different views on information, thus enabling conceptual clarity to the
question of what is information and how information is seen differently. Moreover,
shifting between views enables the generation of new ways of looking at existing re-
search problems. (2) The facet view approaches information from a Wittgensein'ian per-
spective using description rather than definition. This enables researchers as well as
practitioners to appreciate and appropriate various social and technical facets of infor-
mation simultaneously and integratively in a meaningful way. (3) The review of 'infor-
mation system' contributes to critical theoretical debate in IS, with the proposed socio-
material understanding providing a solid ontological footing for approaching and inves-
tigating the entanglement of seven aspects associated with IS: practices, social actors,

technology, data, information, development, and organizations.
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Chapter 1 : Introduction

Information Systems (IS) as a field has a past, present and future. This past, present and

future are linked through several core concepts that are of particular interest to IS
(Baskerville, 2010; Lee, 2004, 2010; Straub, forthcoming). Two such concepts are the
concepts of 'information' and the related concept of 'information system'. To advance the

understanding and use of these concepts for IS is the aim of this thesis.

This introduction first provides a general rationale for engaging thoroughly with impor-
tant IS concepts as a means for advancing IS research. As part of this it introduces 'in-
formation' and 'information systems' as two such concepts. Based on this, the relevance
of information as concept is further established. This is followed by a section discussing
the research objectives of this thesis, stating what is new, and why it matters. The sec-
ond last section then briefly summarizes the research approach. Finally, the introduction
summarizes the contributions made by the three essays presented in chapters two to four

and thus also provides an outlook onto the content of the remainder of this thesis.

1.1 The Evolution of IS Research || GGG

IS is no longer a young field of academic endeavor as it can look back at several
decades of IS research (Hirschheim et al., 2012; Hirschheim and Klein, 2011, 2012). As
IS is starting to look back it is similarly looking forward at where it is heading (Cordoba
et al., 2012; Grover, 2012, Lee, 2010). For instance, in a 2012 issue of the Journal of
Information Technology Geoft Walsham (2012) reflects on a future agenda for IS re-
search. Similar to Churchman (1968) Walsham emphasizes the potential of IS to engage
in building a better world for humankind. In turn, the question of what a better world
should look like is deeply related with the question of ethics (Adam, 2012; Avision,
2012; Mingers and Walsham, 2010). This exemplifies not only that ethics is an impor-
tant aspect for future IS research, but more importantly that it underlines the constant
need for IS to innovate and transform its research (Bryant and Land, 2012; Hassan,

2011).

However, this process of innovation is not one that is merely undertaken at the level of
an individual researcher, but more importantly, it depends on decisions that are made on

a collective level (Baskerville, 2012; Schultze, 2012). Like any other field IS is engaged
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in an continuous normative process (Davison, 2012) that encourages particular research
through a self-reflective cycle which is maintained by the intellectual core of artifacts
published in its premier journals (Nevo et al., 2009). Subsequently, based on 1.056 arti-
cles published in MIS Quarterly and Information Systems Research (ISR) between 1977
to 2006 Nevo et al. (2009) describe IS identity as:

the scientific study of the design, development, and management of information tech-
nologies, as well as their use by and impact on individuals, groups, and organizations.
Of particular interest are information technologies (and their specific components) that

enable communication, collaboration, and decision making (p. 237).

Published research can therefore be seen as glue that keeps together and maintains the

coherence and integrity of the IS field.

One central aspect of this is how theories are developed, refined and tested as part of IS
research. While theories in IS come in multiple forms (Gregor, 2006), theoretical contri-
butions in IS are often incremental improvements of established models, or adapted ver-
sions of theories developed outside IS in so-called reference disciplines (Grover et al.,
2008). One rationale driving this incremental improvement of well established theories
can be found in the normative behavior of the IS field where authors seek to publish in
established journals. Particularly if the tenure clock is ticking there is simply no incen-
tive to engage with anything but “low risk” research that is most likely to survive the re-
view process as there is a "tendency for AEs and reviewers to reject what is unfamiliar
or questionable, so as not to rock the boat of the status quo" (Davison, 2012, p. 100, em-
phasis in original). Weber (2012) therefore noted that theories that are easy to test em-
pirically may be more appealing to IS researchers than those that allow deeper insights
but that are founded on less solid empirical footing. However, in contrast to providing
substantial empirical evidence, solid theoretical contribution can also be made by
"clearing away conventional notions to make room for artful and exciting insights"
(DiMaggio 1995, p. 391). As a result there have been calls for IS to not only be more
vigilant when adapting theories from outside IS (Grover et al., 2008), but more impor-
tantly to increase efforts in developing its own theories that can reverse the spread of

theory from IS to other fields, thus allowing IS to enhance its standing as a reference

1 MISQ was incepted in 1977, ISR in 1990.
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discipline itself (Baskerville and Myers, 2003; Cecez-Kecmanovic, 2002; Grover, 2012;
Straub, 20006).

This therefore raises the question of how the intellectual development of the IS field can
be further facilitated. In this context a number of suggestions to enhance IS research are
made. For instance, Baskerville (2012) highlights the relevance of new and appealing
philosophy. This may include novel ontological or epistemological approaches. In addi-
tion, IS researchers can adopt alternative narratives in their research (Westrup, 2012), or
embrace alternative argumentation strategies and writing styles (deVaujany et al., 2011).
Moreover, Walsham (2012) argues for methodological and disciplinary pluralism, with
Constantinides et al. (2012) pointing our means for diversity in IS research. They assess
the aim of IS research regarding four pragmatic ends of: ethics, logic, aesthetics, and the
highest good in relation to three choices regarding: topic selection, methodology, and
presentation of outcomes. The authors show that for each of these twelve areas (4 x 3) a
dominant view can be contrasted with an alternative view. Constantinides et al. (2012)

thus point out alternatives in the IS research landscape.

In addition, an ongoing engagement with central IS concepts can provide an important
way to further IS research and to foster the development of IS theories (Baskerville,
2010; Davision, 2010; Lee, 2010; Straub, forthcoming). Two central concepts that are of
particular relevance in this context are the concept of 'information' (Avgerou, 2010;
Baskerville, 2010; Lee, 2010; McKinney and Yoos, 2010) and the concept of 'informa-
tion system' (Checkland and Holwell, 1998; Lee, 2004; 2010; Paul 2007). The former,
being of special interest to understanding what an 'information systems' is, is clearly
linked to an understanding of what 'information' is. However, while information is a
central concept for IS, efforts to advance this concept in IS are scant (Avgerou, 2010;
Baskerville, 2010; McKinney and Yoos, 2010; Lee, 2004, 2010). This is particularly
problematic, as it can be argued that understanding of 'information' is one aspect that
distinguishes IS from other fields and thus offers IS a means to make a unique IS spe-
cific contribution that can render it a reference discipline to others:

The unique and enduring purpose of IS that distinguishes it from its reference disci-

plines is this: To understand and improve the ways people create value with informa-

tion. This purpose is [sic] foundational assumption for everything we research and ev-

erything we teach (Briggs and Nunamaker, 2012, p. 7-8, my emphasis).
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There is therefore a clear need for IS to further engage with the concept of information
to advance the understanding of information, as well as the engagement with, and use of

this concept in its research.

1.2 The Relevance of Information || EGTENGEGNE

While the concept of information is of clear importance to IS there is also a clear lack of
interest in this concept. Over the last few decades different IS researchers have empha-

sized the importance for IS to engage more thoroughly with the concept of information:

Four decades ago Stamper (1973) already stressed that in addition to understanding in-
formation technology (IT) there is also a need for IS to engage with the concept of in-
formation to advance IS research:
The explosive growth of information technology has not been accompanied by a com-
mensurate improvement in the understanding of information. It is undoubtedly easier to
manufacture and distribute electronic hardware than to refine our concepts of informa-

tion and disseminate them to the hard-pressed men and women who are trying to put

the new technology to work in government, industry and commerce (p. 1).

More than a decade later Galliers (1987) noted in regards to Stamper that not much
progress in understanding information has been made raising again the need for IS to
engage more thoroughly with the concept of information in addition to its engagement
with IT:

Unfortunately it is also the case today that our understanding of information technol-

ogy has continued to outstrip both our understanding of information and our ability to

develop truly effective information systems (p. vii, emphasis in original).
Also in 1987 Boland (1987) emphasizes the importance for IS to engage with the con-
cept of information. He states that it is:

a problem that has plagued research on information systems since the very beginning.

The problem is the elusive nature of information itself, and the way we as researchers

have failed to address the essence of information in our work (p. 363).
And finally, another two decades later McKinees and Yoos (2010) observe that:

few manuscripts on information exist in widely read IS journals; information tracks or
session [sic] are not found at academic conferences; information textbooks do not exist;

and few information-centered courses are offered (p. 329).
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Overall, these examples underline the fact that so far IS has not managed to thoroughly
engage with the concept of information. However, information deserves more attention
as "information itself is a rich phenomenon that deserves its own separate focus" (Lee,
2004, p. 13), and also because of the obvious ongoing importance of the concept of in-
formation for future IS research (Avgerou, 2010; Baskerville, 2010; Lee, 2010) and its
relevance to neighboring reference disciplines: "Looking to the future, “information” is
obviously a fundamental, transdisciplinary concept," (Mingers, 2010, p. 15; see also

above Briggs and Nunamaker, 2012).

In addition to the general lack of attention, there are a number of specific reasons for IS

to engage more thoroughly with the concepts of 'information' and 'information system":

First, unreflective use of the concept can be detrimental to IS research as it implies a
particular understanding that is not made explicit by researchers. Moreover, researchers
may not even be aware of their specific understanding and its implications and restric-
tions. As a consequence, unreflective use of the terms 'information' or 'information sys-
tem' can condition research in a particular way without researchers themselves being
aware of it (McKinney and Yoos, 2010), thus being a potential source of unreflected bi-

ases in IS research.

Secondly, there is a general need for conceptual clarity in regards to any scientific con-
cept. Conceptual clarity is required in order to draw meaningful distinctions that are
shared within an academic community as part of their research. However, within the IS
community conceptual wunclarity regarding 'information' and 'information systems'

reigns in the sense that:

The terms ‘information’, ‘systems’ and ‘information systems’ have fallen into such
careless use that they seemingly no longer denote anything different from one another.
In the same way, ‘information’ has come to be used interchangeably with ‘data’ and
‘knowledge’[...]. Such usage trivializes and obscures the rich ideas that these terms
originally signified. (Lee, 2004, p. 10)
Third, lack of conceptual clarity can therefore be seen as potentially hindering advance-
ment in IS as it can limit intellectual exchange. Thus, lack of interest in information and
therefore a potential simplification of the concept can hinder theory development in IS,

as the ability to draw fine distinctions is undermined:



6+ Theorizing Information and Information Systems

information is a pivotal IS term. The lack of attention by the IS field to the various
views of information has restricted theory development as researchers neglect to spec-
ify assumptions that underlie the concept and treat information as a general purpose so-

lution to an increasing range of problems (McKinney and Yoos, 2010, p. 340-341).

Fourth, different conceptualizations of information are possible and IS research needs to
be aware of their differences in order to embrace a wider range of conceptualizations of
information in its research (Lee, 2010). For instance, McKinney and Yoos (2010) distin-
guish four different views of information. However, they also establish that the bulk of
IS research adopts an understanding of information that more or less equates informa-
tion with data (c.f. Lee, 2010). Subsequently there is a need for IS to branch out and in-
vestigate alternative conceptualizations of information that go beyond a token or data-

like understanding of information (Lee, 2010).

Finally, the dominant views towards information used in IS are often simplistic, pre-
venting richer and more in-depth theorizing. In a survey of IS textbooks Rowley (2007)
found a hierarchical understanding dominating that relates data, information, knowl-
edge, and wisdom (Ackoff, 1989) in the sense that they are linked through an increased
level of understanding (Bellinger et al. 2004). This view, however, is widely criticized,
for instance, as being imprecise (Davenport, 1997; Stenmark, 2001), as not serving any
scientific purpose (Stamper, 1985), as not allowing any deeper theorizing (Bates, 2010),
and as not being able to explain why the same data can lead to different information

(Fricke, 2009; Kettinger and Li, 2010).

Thus there is a general need for IS academics to reflect upon the concepts of 'informa-
tion' and 'information system' as to further their understanding of information and the

role information plays for them in their research.

1.3 Research Objective and Aim || EGTGTGENNE

The sections above underline that engagement with concepts that are central to IS are a
valid means for advancing IS research and that 'information' and 'information system'
can be regarded as being such concepts. Hence this thesis engages with the concepts of

'information' and 'information system'. In particular it follows three main objectives:

1. To provide an overview and reflect on the various concepts of 'information' and

to increase awareness of IS researchers about the breadth and depth of concep-
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tual variations in defining information and their potential implications for the IS

discipline.

2. To investigate the concept of information in a way that can embrace social, as
well as cognitive, technological and material aspects of information. Impor-
tantly, these aspects of information are not to be understood as existing side-by-

side but instead in an integrative way.

3. To critically reflect on how 'information systems' can be conceptualized and to

investigate what these conceptualizations entail.

These three objectives are engaged with by three different essays presented in chapters

two, three and four.

Addressing these objectives, the thesis contributes to IS research by furthering the
field's understanding of the concepts of information and information systems. Specifi-

cally:

1. It introduces a taxonomy that provides orientation over the complete range of
existing conceptualizations of information. This taxonomy goes beyond existing
overviews as its coverage of information in regards to IS is much wider than
those provided in earlier research by Mingers (1996) and McKinney and Yoos
(2010).

2. In addition, this thesis introduces a conceptualization of information based on
different facets provided throughout the literature on information. This 'facets of
information' theory thus overcomes the incommensurability associated with def-
inition based approaches and thus can reconcile material, technological, cogni-

tive, social and cultural aspects of information simultaneously.

3. Finally, it provides an overview of different understandings of information sys-
tems. Based on this overview it introduces a sociomaterial and performative un-
derstanding according to which IS are an entanglement of the aspects of prac-
tice, social actors, technology, data, information, development, and organiza-

tions.

The importance of this research stems from the potential benefits that are associated

with this engagement. A number of points underline why this research is of interest to
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IS: first, engagement with the concept of information is relevant, as a clearer under-
standing of information can help resolve confusion in regards to related concepts such
as data. For instance, Boland (1987) argues that in IS, the concepts of data and informa-
tion are confused, as IS often treats "the mere structured data that happens to be so read-
ily available in information systems as if it were information" (p. 364). Thus engage-
ment with information can contribute to greater conceptual clarity in IS (Checkland and
Holwell, 1998; Lee, 2010). Secondly, better understanding of information can provide a
foundation for future research in IS. Churchman (1968) already indicated that it is im-
portant for IS to "delve more deeply into the role of information in the managing of sys-
tems" (p. 103, my emphasis) as deeper understanding of the benefits of information can
provide "a sound argument for more research" (p. 103). Thirdly, clearer understanding
of information has potential benefits for the formulation of IS research. For example,
McKinney and Yoos (2010) argue that "information plays the key role in explaining
how users make sense, interpret, and create information in their environments" and that
investigating these questions provides '"significant research opportunities for IS"
(p. 339, my emphasis). Fourth, broader understanding of information is necessary in or-
der to unlock the benefits of information for organizations and society, as "to use infor-
mation effectively for business and social purposes opens up a range of problems call-
ing for the broadest vision of information" (Stamper, 1985, p. 198). Fifth, a thorough
engagement with central concepts such as information and information system can en-
able IS to spread ideas from IS to other fields and thus clarify the role of IS in relation
to its reference disciplines (c.f. Briggs and Nunamaker, 2012; Grover et al., 2008). Fi-
nally, theoretical work such as the one presented in this thesis is important for the devel-
opment of an intellectual core for IS, thus for overcoming some of the struggles de-

scribed by Grover et al. (2008), who argue that IS can be seen:

as a low paradigm field where disagreements about the key research questions and
methods dominate. This leads to divergent reviews, low acceptance rates, low citation
counts, dispersion of talent, and high exit rates. [...] This is the case, despite the fact
that all top journals in our field promote strong theory. Perhaps an infusion of innova-
tive thinking and generating fresh ways to look at the world information systems could
help here. Above, we called such thinking "formulating forward looking theoretical in-
sights." But where does such thinking come from? To answer that question, we might

look at how we typically think about theory development in our field in order to under-
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stand where, in most cases, such thinking does not come from. The preferred route to
strong theory in the IS field has been to adopt theories from "reference"” disciplines [...]
In many cases the term is interpreted to mean "referencing” the content of those theo-
ries —and then inferring from them some incremental knowledge claims in a new IS
context. The fact that these theories are available to be referenced is often thus assumed
to make them automatically legitimate in our theoretical work. Because of this
(mis)conception, IS scholars often rather mechanistically adapt reference theories to an
IS context. This happens by sprinkling into the research model additional constructs
about the "IT artifact” and then refining the associated instruments with IT-related
sugar. Authors then go on to test/validate these adapted theories with data obtained by
this preordained instrumentation. If (and when) successful, they then go on to incre-
mentally refine and expand these theories and instrumentation. This process resides in
the comfort zone of many IS researchers, as it offers a structured and low risk, and yet
legitimate and manageable way for theorizing. Unfortunately, this tends also to be the
best way to survive the ruthless scrutiny of reviewers who seek to avoid type I errors in
accepted manuscripts, and go happily with the current theoretical beliefs that in most
instances wipe out innovative theory. [...] But where is the "spark" of innovation and
"passion" in this sequence? It is difficult to conceive how such process could offer rich

opportunities for "blue sea" theorizing. (p. 44-45)

1.4 Research Approach I

The research approach chosen for addressing the research objectives stated above is to
conduct an extensive survey of the existing literature addressing the concepts of infor-
mation and information systems. This is crucial as in order to advance intellectual en-
gagement with these concepts it is necessary to become aware of what is already known
about them in the literature. Such an overview can then provide a solid foundation for

additional investigation.

Literature surveys are not a mere summary of what others have said before; they are an
important means for advancing research in their own right. Subsequently, a literature re-
view is "more than the sum of its parts" as it creates "meta-knowledge about a subject
area" (Schwarz et al., 2007, p. 43). For instance, literature surveys provide an important
means for advancing theory (LePine and Wilcox-King, 2010) such as by problematizing
earlier knowledge (Alvesson and Sandberg, 2011).
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In addition, the relevance of literature reviews as a means for advancing scholarship is
highlighted by the importance of so called review articles for research in general (Bens-
man, 2007; Garfield, 1987) and IS in particular (Watson, 2001; Watson and Weber,
2002). Garfield, the founder of the Institute for Scientific Information (ISI) who can be
credited for highlighting the importance of citations and citation analysis to academia
(Garfield, 1955) argues that literature reviews are an important contribution to academia
in general:

Just as peer review and refereeing are basic to the culture of science, so is the process

of literature review. [...] It is not an accident that so many of our greatest scientists have

used, created, and contributed to the review literature. [...] reviews can have great value

and influence (Garfield, 1987, p. 3).
Moreover, literature surveys can be seen as an important empirical research method in
their own right. Researchers conduct surveys, experiments, or interviews in order to col-
lect empirical material for their analysis. Similarly, the collection of earlier publications
and their analysis can be seen as an important empirical research method.” Regarding
'information' there are literally thousands of publications discussing information on a
theoretical and conceptual level across different disciplines (Bates, 2010; Wersig, 1997,
Yuexiao, 1988; Zaliwski, 2011). This underlines the need to “gather” this data for fur-
ther analysis. As part of the effort to collect such 'data’ on information, a hermeneutic
approach for conducting literature reviews was developed as the research method. This
hermeneutic approach was further validated through peer review as part of national and
international conferences as well as journals (Boell and Cecez-Kecmanovic, 2010b;
2010c, 2011c). A thorough description of the hermeneutic approach for conducting liter-

ature reviews can be found in appendix A.

1.5 Contributions I

This section briefly summarizes the contributions of the three different essays presented

in chapters two, three and four.

2 T am in particular debt to Allen Lee for raising this point in a personal conversation at ICIS 2011 in

Shanghai.
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1.5.1 Chapter 2 : Theorizing Information

The first essay is presented in chapter two and engages with different conceptualizations
of information. At the heart of the first essay is the development of a taxonomy of the
diversity of different conceptualizations of information. In total, five different views of
information are distinguished (figure 1.1). Each of these views is introduced in detail as
part of the first essay. In particular, it discusses ontological and epistemological assump-
tions underlying each view, as well as strengths and shortcomings that can be associated
with each view. Furthermore, the usefulness of the taxonomy for IS research is exempli-
fied by showing that it can be used as a device for generating additional insights and re-

search questions. In particular, the first essay makes three contributions:

(1) It introduces the range of possible conceptualizations of information drawing
from a vast body of literature. These conceptualizations are introduced by means

of a taxonomy that can provide orientation within this body of literature.

(2) The different views covered by the taxonomy are discussed regarding their theo-

retical foundation, general implications, strengths, and limitations.

(3) The usefulness of the taxonomy for IS is exemplified by showing how it can en-
able additional insights into IS research. Shifting from one view of the taxonomy
to another allows IS researchers to identify additional meaningful paths for fu-

ture research.
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Information
Physical Perspective Semiotic Perspective
Information exists as part of the Information is related to signs that stand for
physical world somebody for someting

Material Engineering Objectivist || Subjectivist Ir?ter-.
) . . . Subjective
View View View View View

Information isa A measure of Information is Information is Information is

basic property information in objective and related to a situational and

of the universe purely physical exists indepen- subject contextual
terms can be dently of perceiving it  within a socio-
established humans cultural setting

Figure 1.1 Overview of the Taxonomy of information

These contributions are important, as they help answering the research questions:
*  What is information?
* How is information seen differently by different approaches? and
*  On what theoretical bases do approaches to information differ?

As a result this essay contributes to the overall understanding of the concept of informa-
tion for IS as it enables better conceptual clarity in regards to information. Moreover,
the taxonomy not only provides a means for orientation in regards to information, it also
introduces a means by which IS research can be advanced. It exemplifies this process by
showing that the shifting understanding of information from one view to another gener-
ates new looks onto a problem. As a result, the taxonomy can also help identify gaps in
current research and thus can be used as a means through which new research can be

generated.

1.5.2 Chapter 3 : Towards a 'Facets of Information’ Theory
The second essay presented in chapter three approaches the concept of information from

a different angle. While the five different views, of information introduced in the first
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essay allow us to look at information in different ways there is an irreconcilable clash
between these views as they are based on mutually exclusive assumptions. For instance,
it is impossible to understand information as objective and subjective at the same time.
However, this clash can be overcome when abandoning definition-based approaches to-
wards information. An alternative Wittgensein'ian (1953) approach towards 'informa-
tion' looks at descriptions of different 'facets' associated with information instead. More-
over, building upon Ronald Stamper's work on information (Stamper, 1985, 1991, 1992)
these facets can be further allocated within Stamper's extended semiotic framework. In
total, 14 different 'facets of information' can be distinguished that are associated with
the four semiotic dimensions of empirics, syntactics, semantics, and pragmatics (Table

1.1). The second essay makes in particular the following three contributions:

(1) It introduces a 'facets of information' theory that enables IS to look at human/so-

cial as well as material/technological aspects of information simultaneously.

(2) It identifies 14 different facets of information that describe a complex and fuzzy
notion of information in different contexts and for different purposes thus allow-
ing IS researchers as well as practitioners to further dissect the concept of infor-

mation and appropriate the relevant ones.

(3) Finally, it exemplifies the usefulness of the 'facets of information' theory by re-
analyzing the concept of 'informational capabilities' provided by Leonardi

(2007).
These contributions are important as they help to answer the questions:
* How can information be approached through other means than definition?
* What do different aspects associated with information entail? and

* How can these aspects be understood in an integrative and meaningful way?
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Table 1.1 Overview of Facets of Information

Facet Description
action relevance Information needs to be regarded as relevant and useful.
«» | novelty Information needs to be new or unexpected.
(&}
® | degree of trust Information needs to be accepted and believed.
% time dependence | Information needs to be regarded as existent in regards to a
a specific point in time.
bound to social Information needs to be in accordance with social practices
practice shared by a group.
» | comprehensibility | Information needs to be intellectually understandable.
'% contextual Information needs to be regarded as dependent on a wider so-
g cial, historical, and cultural context.
& | lewel of detail Information needs to be expressed at a specific levels of detail
or completeness.
8 | apprehensibility Information is expressed in accordance with the rules and
*g character set of sign systems.
‘; precision and Information is expressed in accordance to the precision and
» | accuracy accuracy provided by a sign system.
physical Information is conveyed \ia sign-vehicles that are physically
inscription inscribed into a medium.
6 detectability Information needs to be differentiable against background noise.
g
w | speed Information is conweyed from a sender to a recipient within a
specific time frame.
access Information needs to be physically accessible.

The second essay thus provides an understanding of information according to which in-
formation is bound simultaneously to a physical inscription, the rules of a sign system,
meaning, and its usage. Such an understanding of information is of particular interest to
IS as it provides a look onto information that can embrace a socio-technical understand-
ing according to which information is always bound to material and social elements at
the same time. Moreover, while information is always related to all 14 facets simultane-
ously, it is possible to discern information for research purposes through the use of
facets. This allows IS to gain a better understanding of how people become informed
and thus what role IS can play in supporting this process of informing. The use of a
facets view of information is exemplified showing that it enables additional insights

when interpreting an earlier case on informational capabilities (Leonardi, 2007).

1.5.3 Chapter 4 : Theorizing Information Systems
Chapter four contains the third essay shifting the attention from information to informa-

tion systems. As discussed above, the two concepts of information and information sys-
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tem are closely connected and one could describe their connection as similar to a
chicken and egg. Understanding of information affects understanding of information
systems and understanding of information systems affects understanding of information.
Moving from the first to the second essay, different definitions of the concept of infor-
mation were replaced by a sociomaterial understanding of information according to
which information is always simultaneously related to material as well as social facets.
The third essay advances on this understanding of information. Drawing from Karen
Barad's (2007) work on agential realism, it introduces a concept of IS as sociomaterial

and performative apparatuses.

The third essay reviews different definitions of IS based on which it identifies five dif-
ferent views on IS (Table 1.2). It introduces for each view its underlying rationale, the
contributions made by it, and associated limitations. Moreover, looking at different as-
pects that are evoked by different definitions it identifies seven aspects that are associ-
ated with IS. Discussing each aspect, it shows that all aspects are entangled with each
other, thus proposing that an information system is an entanglement of practices, social
actors, technology, data, information, development, and organizations in which all of
these aspects are in a continuous process of becoming through each other. Subsequently,

the essay makes the following three contributions:

(1) It provides a review of five different conceptions of IS, critically examining the
assumptions underlying theses conceptions and the contributions and limitations

of each of these conceptions.

(2) It 1dentifies seven aspects of IS referred to by different definitions of IS and

looks closer at what each aspect entails and how they are related with each other.

(3) Finally, it shows that a sociomaterial understanding of mutual co-construction of

these aspects integrates these aspects in a meaningful way.
These contributions are important as they help to answer the questions:
*  What is the nature of IS and how are IS conceptualized in the literature?
*  What are the contributions and limitations of the dominant IS conceptions?
*  What are important aspects of IS that definitions of IS evoke? and

* How can these aspects be understood in an integrative and meaningful way?



16 +

Theorizing Information and Information Systems

Table 1.2 Overview of Views of information Systems

View of IS

Description

technology view

Emphasizes technological aspects in regards to IS, in
particular it is engaged with the IT artifact and its theorizing.

social view

Emphasizes social aspects, primarily sees IS as social
systems.

socio-technical view

Emphasizes the interactional character of social and technical
aspects in regards to IS.

modelling view

Primarily focuses on design and may see IS as abstract
entities.

process view

Emphasizes that IS are related to activity such as goal directed
purposes or the processing of information and data.

Providing answers to these questions follows a call by IS academics to engage more
thoroughly with the concept of IS (Baskerville, 2010; Lee, 2004, 2010; Paul, 2007).

Moreover, Churchman (1968) in his statement about Marshall McLuhan's work points

towards a sociomateriality of IS:

Marshall McLuhan has pointed out that in the age of electric technology the telephone

has actually become a part of the individual person. Indeed in many cases, it would be

hard to differentiate between the ear and the telephone that serves the ear. His point is

that we cannot "cut off" the telephone any more than we can cut a person's ear off in

any satisfactory way. The telephone is part of the system that we call the individual
person (Churchman, 1968, p. 35).

Thus a sociomaterial account of IS introduces an understanding that provides a solid on-
tological footing for early implicit understandings of IS and therefore for defining IS. It

enables an understanding of IS in which information, material artifacts and social actors

form an integrative whole.
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Chapter 5 : Conclusion

This thesis looked more closely at the central ingredient of IS, that is of course, 'infor-

mation' itself. Understanding of what constitutes information, the question of 'What is
information' has deep consequences for not only how information needs to be ap-
proached and researched, but also for what an IS entails. Fundamentally, I argued for a
shift from an understanding that sees IS as devices that process, provide or produce in-
formation to an understanding or IS as arrangements as part of which social actors be-

come informed.

5.1 Synopsis I
This thesis engaged with the two central concepts for IS, the concepts of 'information'
and the related concept of 'information system'. It thus followed calls by IS scholars ex-
pressed frequently over the last few decades to engage more thoroughly with the con-
cept of information (Stamper, 1973; Boland, 1987; Galliers, 1987; McKinney and Yoos,
2010) and more recent calls to look more closely at the concept of information system
(Baskerville, 2010; Lee, 2004; 2010; Paul, 2007). There is therefore a clear need to fur-
ther engage with these concepts and to advance their theoretical development and use as
constructs in IS research. However, as emphasized in the introduction, currently such a

debate is scant in IS

In addition to a lack of debate, the relevance of this research stems from the fact that
this lack of interest in these concepts can have potentially detrimental consequences for
IS research. Typically these terms are taken for granted (Baskerville, 2010; Lee 2010),
thus potentially leading to unreflective use that can condition research (McKinney and
Yoos, 2010) or limit the range of ways in which information and IS are understood and
used (Lee, 2010; McKinney and Yoos, 2010). For example, in IS, information is often
used as a near synonym for data (Lee, 2004, 2010). However, as this thesis showed,
there are numerous alternative ways for conceptualizing information and thus the poten-
tial to embrace a wider variety of conceptualizations. Embracing this variety can there-
fore potentially contribute to more diversity and richness in IS research (Lee, 2010;
Rowe, 2012). Furthermore, a lack of conceptual clarity regarding information and IS

can potentially hinder progress in IS research as the usage of these terms does not allow
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IS to draw and clearly communicate meaningful differences (Checkland and Holwell,
1998; Lee, 2004, 2010). Also, current conceptions of information are often simplistic
and follow a hierarchical approach that connects data, information, knowledge, and wis-
dom in the sense of increasing understanding and connectedness (Bellinger et al., 2004).
This approach may allow one to draw a vivid distinction in textbooks (Rowley, 2007),
but it has limited use for engagement in research, as it lacks explanatory power, preci-
sion, and the ability for deeper theorizing (Bates, 2010; Davenport, 1997; Fricke, 2009;
Kettinger and Li, 2010; Stenmark, 2001).

Overall, the relevance of this research stems from the fact that contradicting definitions
and usage, simplistic understanding as well as the lack of attention to foundational con-
cepts in IS research are not helping the IS field’s identity and legitimacy. These con-
cerns reemphasize the necessity of IS scholars to devote due attention to and investigate

its fundamental concepts.

The essays presented in chapter two to four contributed to this debate by furthering the

discussion of the concepts of 'information' and 'information system'.

5.1.1 Essay 1 : Theorizing Information

Chapter two contains a first essay reflecting on information as a concept. It introduces a
taxonomy of five different views and two different perspectives of information that re-
late information either to the physical world or to the world of signs. Both the material
view and the engineering view relate information to the physical world, as the former
understands information as property of the material world, while the latter seeks to es-
tablish a measurement of information in purely physical terms. In contrast, semiotic ap-
proaches relate information to signs that stand for somebody in some regard. Here, three
views are distinguished. According to the objectivist view, information can exist inde-
pendently of an observer in the sense of true facts about the world, whereas the subjec-
tivist view necessitates a subject for whom something becomes information. Finally, the
inter-subjective view highlights that what is considered to be information is dependent
on agreement among a group of social actors. Subsequently, each of these five views
differ in their assumptions regarding how information relates to the world (its ontologi-
cal status), the conditions for its existence (epistemological status), and their strengths

and limitations in terms of the insights that they allow for IS research.
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Thus the first essay makes several contributions to understanding information for IS.
First, by drawing from an extensive body of literature it introduces a vast range of pos-
sible conceptualizations of information thus contributing to more diversity (Rowe,
2012) and potentially better conceptual clarity. Moreover, by developing a taxonomy, it
provides a means for orientation within this vast body of literature. Second, through
critical engagement with different views of the taxonomy, it provides an overview of
their theoretical foundations, general implications, as well as strengths and limitations
for IS research. Third, it exemplifies the usefulness of the taxonomy for IS scholarship
by showing that while understanding of information shifts from one view of the taxon-
omy to another, additional insights and meaningful paths for future research can be

identified.

5.1.2 Essay 2 : Towards a 'Facets of Information’ Theory

The second essay on information is presented in chapter three. Drawing from the philos-
ophy of language of the late Wittgenstein it conceptually approaches information by
means of description rather than definition. Accordingly it introduces 14 different facets
that are associated with the description of information. Furthermore, by drawing from
Stamper's semiology, these facets can be associated with the semiotic dimensions of
syntax, semantics, pragmatics, and empirics. This view on information can thus recon-
cile different social and technological dimensions of information in a meaningful way.
Accordingly, information is associated with physical inscription through the five aspects
of: detectability, physical inscription, access, and speed. Similarly, information is asso-
ciated with the rules of sign systems through apprehensibility and accuracy; to meaning
through comprehensibility, contextuality, and level of detail; and to pragmatic aspects
through the six facets of: time dependence, action relevance, novelty, degree of trust,

and social practice.

This essay thus further contributes to the understanding of information for IS by provid-
ing an account that can accommodate social’human as well as technical/material aspects
of information simultaneously. It thus provides an account that is of particular interest to
IS as it embraces social and technological aspects related to information integratively. In
addition, the facets view enables further dissection of the concept of information for IS

researchers as well as practitioners. This enables IS to approach information by appro-
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priating facets that are relevant in different contexts and for different purposes. Finally,
this essay illustrates the usefulness of the facets approach to information by re-analyzing

the concept of 'informational capabilities' provided by Leonardi (2007).

5.1.3 Essay 3 : Theorizing Information Systems

Chapter four contains the third essay engaging with the concept of information system.
It critically analyzes definitions of IS from a wide range of IS literature, based on which
it identifies five different views on IS: A technology view emphasizing technological as-
pects of IS; a social view that primarily sees IS as social systems; a socio-technical view
that emphasizes the interactional character of social and technological aspects in regards
to IS; a modelling view that focuses on the development and design of IS; and a process
view that emphasizes that IS are related to activity such as goal directed purposes or the
processing of data. The assumptions underlying each view, as well as their contributions
to IS research and their limitations are discussed. In addition, a sixth view of IS is pro-
posed that argues that IS can be understood as sociomaterial apparatuses. According to
this conceptualization, IS are in a constant process of becoming through an ongoing en-
tanglement of seven different aspects: social actors, technology, data, information, de-

velopment, organizations, and practices.

The third essay makes several contributions to IS research and understanding of IS.
First, it examines different definitions of IS, based on which it provides a review of five
different conceptions of IS. Furthermore, it critically examines the assumptions underly-
ing each of these conceptions as well as the contributions made by each view to IS re-
search. In addition, by further analyzing the different definitions of IS it identifies seven
aspects that are associated with IS. Investigating in more detail what each aspect entails
and how they are related with each other it shows that these seven aspects are entangled
with each other. Accordingly IS are conceptualized as sociomaterial apparatuses formed
through mutual entanglement of these seven aspects, each of which is thus continuously

transforming. IS are seen as performing reality.

5.2 Limitations and Future Research | IEGTEEGNGEGEGE

The thesis provides an extensive overview and discussion of conceptualizations of in-

formation and IS. By drawing from earlier IS research, it exemplifies how these concep-
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tions can be employed in a way that is meaningful to IS research. While this thesis is
theoretical in nature, it provides ample opportunities for application to various empirical
setting. Subsequently, future research should seek to employ the theoretical ideas pre-
sented in this thesis in empirical settings. In addition, numerous ways to further the de-
velopment of the ideas presented in each essay are already discussed by each essay. For
this reason, the potential of the findings from this thesis for future research is only ex-
emplified here: For instance, several paths of research can be associated with different
views of the taxonomy presented in chapter two. The subjectivist view alerts IS re-
searchers to look more closely at predispositions and how content can be presented so
that it is more likely to become information to somebody. In addition, the inter-subjec-
tive dimension indicates that looking more closely at sociocultural aspects associated
with information can support IS researchers and organizations in better understanding
how and why something becomes considered to be 'informing' by a group of social ac-
tors. Furthermore, the second essay raises various ways of looking more closely at dif-
ferent facets of information and their interrelation with each other, such as how individ-
ual facets of information are affected by other facets. Such interrelations could exist, for
instance between ease of physical access or comprehensibility and the degree of trust in
information. Things that are in vicinity and more easily understood may be more likely
to be trusted. Therefore, there seems to be a possibility that different facets of informa-
tion can develop synergy in regards to something being considered to be information.
This thus raises the potential for future IS researchers to better understand these facets
and their effect on each other. In addition, the third essay indicates that a switch in onto-
logical assumptions regarding IS and information has the potential to further under-
standing of these concepts for IS. Future research can be developed by questioning the
assumptions that aspects of IS are existent in themselves and instead understand differ-
ent aspects as continuously arising through other aspects. For instance, future research
can look at what users as part of an IS entail if they are understood as social actors that
emerge through their entanglement with other aspects of an IS. In addition, this creates
the need to further understand how IS create and shape reality as they enable us to look

at the world in particular and new ways.
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5.3 Concluding Remarks I

Dretske (1981) stated in regards to information that: "It is much easier to talk about in-

formation than it is to say what it is you are talking about" (p. ix). This observation cer-
tainly holds true for much of IS research (McKinney and Yoos, 2010; Lee, 2010).
Therefore, this thesis seeks to contribute towards a debate about what information is in
the context of IS. It argued that information and information system are two important
concepts for IS and that IS needs to pay due attention to these concepts. However, the
self regulation of IS research discussed in the introduction provides little incentive to IS
scholars to engage with anything but “low risk” research. Unfortunately, engagement
with information as a concept may be seen as more risky than engagement with other
established IS phenomena such as the acceptance and use of technology, or the engage-
ment with contemporary technological advances such as the spread of mobile technol-
ogy in healthcare and business. Moreover, an additional reason for lack of progress in
regards to information was put forward by Stamper (1973) stating that engagement with
information may be more cumbersome than engagement with latest technological ad-
vances:

we knew all about information technology but precious little about information it car-

ried. We could produce bottles but we did not understand the wine. Information is the

wine. Whereas the technology is relatively easy to grasp, information is a vague and

elusive concept (Stamper, 1992:21-22).

IS researchers may therefore come to believe that there is little incentive for IS to en-
gage with information as a concept. Not only can engagement with information be more
cumbersome than engagement with technological advances, but this engagement can

also be associated with higher risk during the review and publication process.

However, there are great opportunities for IS to further engage with this concept in its
research and thus for taking this 'risk'. Not only is 'information' central to the IS field,
but IS also has much to contribute when it comes to understanding and facilitating ac-
cess and dissemination of information by means of technology. Whether information is
considered as a concept in itself as in chapters two and three, or if one looks at IS as in
chapter four, what becomes apparent is that information and IS are both related to social
and technological aspects simultaneously. This posits IS as a field to be in a prime posi-

tion to contribute to the understanding of these concepts and thus to further strengthen
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its standing in relation to reference disciplines. In particular, by offering an understand-
ing of the social and technical aspects of information it can make an important contribu-
tion to a concept that is not only of topmost interest to IS but one that is of general inter-
est to numerous disciplines, phenomena and areas in the sense that: "Information is so
crucial to almost every purposive human activity that we are tempted to say that infor-
mation has a central importance to human affairs" (Alfino and Pierce, 2001, p. 476).
Even more, information is not only central to human activity, it is also of essence to hu-
man existence and its survival in the sense that humans are "totally dependent for sur-
vival on [their] information handling skills" (Scarrott, 1989, p. 263). The importance of
IS to contribute to the ability for humans to handle information cannot be overstated.
Moreover, IS is uniquely positioned to contribute to the understanding of information
and information systems that integrates both social actors and technology. This in some
ways argues against a simplistic technological view of IS which Boland (1987) elo-
quently critiques as:
we are fostering an image of the world in which the human meaning of knowledge and

action are unproblematic, predefined, and prepackaged. The human being is not a nec-

essary element in the /nformation Age (p. 365, emphasis in original).

In contrast, engaging with information and IS as concepts alerts IS researchers to both
the social and technological dimensions of their endeavors. This posits that IS re-
searchers should not be passive observers of the transformation processes taking place
by means of technology around them, but that they (IS researchers) have an important
role in the way how the future is shaped through technology. There is an impetus for IS
to participate in shaping this future:

As IS researchers we have the [...] responsibility to influence what future is enacted

with those technological artifacts. [... in order not to] remain passive observers of the

techno-social transformation process occurring around us (Orlikowski and Iacono,

2001, p. 133).

If we really take this seriously then the design of ‘information systems’ that indeed ‘in-
form” would be very different. [...] information, to be powerful, needs not only to be re-

embedded but also, in a radical way, re-embodied (Fay et al., 2010, p. 40).

Currently we may make every aspect of our lives available online, digitize every part of

human existence, populate the vector space of search engines and databases with tril-
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lions of data points, increase the storage capacity of devices by orders of magnitude, ac-
celerate the speed of processing devices exponentially, and build data highways that are
wider and faster than ever before and accessible from every corner of the planet. How-
ever, while all this enables access to more content at higher resolution and in shorter
times, what it cannot achieve is a better understanding of why it all matters and what is
truly needed. A better understanding of why it matters and how it all becomes meaning-
ful and relevant is associated with an increasing understanding of what the concept of
information entails. The role information plays in our lives where every aspect of hu-
man existence is infused by information technology is in turn a question of information

systems.
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Appendix B - List of Definitions of Information

Systems

This appendix provides a full listing of all definitions of 'information systems' used in
the third essay. The definitions range from 2012 back to 1973 and are listed in reverse
chronological order. Definitions are drawn from reputable academic literature, including
peer-reviewed journals, edited volumes, and monographs. For more detail on the identi-

fication and selection process see the methodology section of the third essay.

Definition View of IS

“Information systems are combinations of hardware, software, and technology
telecommunications networks that people build and use to collect, create, |view
and distribute useful data, typically in organizational settings” (Valacich

and Schneider, 2012, p. 21, emphasis in original).

“an information system can be seen as being in a continuous state of socio-
emergence from the interactions among its three constituent subsystems: |technical
the technology system, the organization system, and the data system. The |view
interactions continuously transform the data into what the syntax,
representation, or adaptation views would consider to be information”
(Lee, 2010, p. 340).

“An information system (IS) collects, processes, stores, analyzes, and process

disseminates information for a specific purpose. Like any other system, |view
an IS includes inputs (data, instructions) and outputs (reports,
calculations). It processes the inputs by using technology such as PCs and
produces outputs that are sent to users or to other systems via electronic

networks” (Turban and Volonino, 2010, p. 11-12).

“Information Systems are viewed as those procedures which function to | process
collect, process, store and communicate to support the work activity of | view

the enterprise” (Gardner and Grant, 2010, p. 104).

listing continued on next page
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Definition View of IS
“Information system is defined more broadly as the combination of process
technology (the "what"), people (the" who"), and process (the "how") that | view

an organization uses to produce and manage information. In contrast

information technology (IT) focuses only on the technical devices and

tools used to create, store, exchange, and use information” (Pearlson and

Saunders, 2010, p. 15-16).

“Information Systems is Information Technology in Use” (Paul, 2010, p. |process
379). view

“An information system can be defined technically as a set of interrelated | technology
components that collect (or retrieve), process, store, and distribute view

information to support decision making and control in an organization. In
addition to supporting decision making, coordination, and control,
information systems may also help managers and workers analyze
problems, visualize complex subjects, and create new products” (Laudon

and Laudon, 2010, p. 46).

“An information system is a form of communication system in which
records represent and are processed as a form of social memory”

(Beynon-Davies, 2010, p. 392).

social view

“Information systems are systems for using signs in the sense that they
act as a communication medium between different people, sometimes

spatially and temporally distant” (Beynon-Davies, 2009, p. 5).

social view

“IS combines the technologies, people, data, and business processes for | technology
fostering the use of IT to improve organizational performance” view
(McNurlin et al., 2009, p. 2).

“Information Systems (1) A set of people, procedures, and resources that |process
collects, transforms, and disseminates information in an organization. (2) |view /

A system that accepts data resources as input and processes them into technology
information products and outputs” (O'Brian and Marakas, 2009, p. 631). |view

listing continued on next page
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Definition View of IS

“A business information system is a group of interrelated components process

that work collectively to carry out input, processing, output, storage and | view

control interactions in order to converts data into information products

that can be used to support forecasting, planning, control, coordination,

decision making and operational activities in an organization” (Bocij et

al,. 2008, p. 42).

“An information system (IS) is a set of interrelated components that technology

collect, manipulate, store, and disseminate data and information and view

provide a feedback mechanism to meet an objective. The feedback

mechanism helps organisations achieve their goals, such as increasing

profits or improving customer service” (Moisiadis et al., 2008, p. 3).

“An IS is a work system whose process and activities are devoted to process

processing information, that is, capturing, transmitting, storing, view

retrieving, manipulating, and displaying information. Thus, an IS is a

system in which human participants and/or machines perform work

(process and activities) using information, technology, and other

reseources to produce informational products and/or services for internal

or external customers” (Alter, 2008, p. 451).

“The IS is what emerges from the usage and adaptation of the IT and the |socio-

formal and informal processes by all of its users” (Paul, 2007, p. 195). technical
view

“define an information system as an organizational system that consists
of technical, organizational and semiotic elements which are all re-
organized and expanded during ISD to serve an organizational purpose”

(Lyytinen and Newman, 2006, p. 4)

social view

“We view information systems as social institutions that exert their own
types of agency that interact with human agency in the systems

development process” (Chae and Poole, 2005, p. 20).

social view

listing continued on next page
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Definition View of IS
“An information system is not the information technology alone, but the |socio-
system that emerges from the mutually transformational interactions technical
between the information technology and the organization” (Lee, 2004, view

p. 11).

“research in the information systems field examines more than just the socio-
technological system, or just the social system, or even the two side by  |technical
side; in addition, it investigates the phenomena that emerge when the two | view
interact” (Lee, 2001, p. ii1).

“Web information systems are computer applications that leverage intra- |technology
and inter-firm process and system integration” (Pant et al., 2001, p. 385). |view

“A simple definition might be that an information system is a system in | process
the organization that delivers information and communication services view
needed by the organization. This can be expanded to describe the system

more fully. The information system or management information system

of an organization consists of the information technology infrastructure,

application systems, and personnel that employ information technology

to deliver information and communication services for transaction
processing/operations and administration/management of an organization.

The system utilizes computer and communications hardware and

software, manual procedures, and internal and external repositories of

data. The systems apply a combination of automation, human actions and
user-machine interaction” (Davis, 2000, p. 67).

“Any and every information system can always be thought of as entailing | socio-

a pair of systems, one a system which is served (the people taking the technical
action), the other a system that does the serving [i.e., the processing of view

selected data (capta)]” (Checkland and Holwell, 1998, pp. 110-111).
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Definition

View of IS

“information systems - in a wide sense that includes computer-based
systems, as well as systems that are paper-based, conversation-based,
graphics-based, and so on, and the combination of these. Any system that
interacts meaningful with humans can be seen as information system in
this sense; in particular, business corporations and government agencies

may be included” (Goguen, 1997, p. 28, emphasis in original).

socio-
technical

view

“An information system is a subsystem of an organisational system,
comprising the conception of how the communication- and information-
oriented aspects of an organisation are composed (e.g. of specific
communicating, information-providing and/or information-seeking
actors, and of specific information-oriented actands) and how these
operate, thus describing the (explicit and/or implicit) communication-
oriented and information-providing actions and arrangements existing
within that organisation. [...] Any actual instance of an information
system (in the broader sense) comprises all informal and formal
informational actions and all knowledge- and data-processing actions

within the organisation in question” (Falkenberg et al., 1996, p.72-73).

process

view

“An information system is an object that can be studied in its own right,
independently of the way it is developed and deployed in its
organizational and social context” (Wand and Weber, 1995, p. 205).

modeling

view

“IS are technically mediated social interaction systems aimed at creating,
sharing and interpreting a wide variety of meanings. [...] Meaning is
related to human understanding: through meaning we make sense of our
feelings, thoughts and the world around us” (Hirschheim et al., 1995, p.
13).

social view
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Definition View of IS

“an information system is a social system that uses information socio-
technology. There are always social system and information technology |technical
elements to be considered in IS design and implementation. [...] an view
information system is more like a compound than a mixture. Its
constituent social system and technical system react to one another so
that their properties in combination are different from their properties in
isolation. A proper understanding requires that the two systems be studied

together” (Davis et al., 1992, p. 297-298, emphasis in original).

“An organisation has many layers of information systems but three main |socio-
layers deserve special attention. Each of them could be sub-divided like | technical
the layers of an onion. [these three systems are an] informal information |view
system [based on language interactions ...] formal information system
[the bureaucratic structures established .... and a] technical information
system [based on IT that presupposes a formal system]” (Stamper, 1992,
p.32-33).

“information systems are essentially social systems of which information |social view

technology is but one aspect” (Land, 1992, p. 6).

“an integrated, user--machine system for providing information to technology
support operations, management, and decision-making functions in an view
organisation. The system utilises computer hardware and software;
manual procedures; models for analysis, planning, control and decision
making; and a database.' The emphasis is on information technology (IT)

embedded in organizations” (Symons 1991, p. 181).
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Definition

View of IS

“We conceive of an information system as an object that can be studied in
its own right, independently of the way it is deployed in its organizational
and social context, and the technology used to implement it. In other
words, when modeling an information system we are not concerned with
the way it is managed in organizations, the characteristics of its users, the
way it is implemented, the way it is used, the impact it has on such
factors as quality of working life or the distribution of power in
organizations or the type of hardware or software used to make it
operational. Instead, we are concerned only with information system as
independent artifacts that bear certain relationshipy to the real-world

system they are intended to model” (Wand and Weber, 1990, p.61).

modeling

view

“information system exist to generate, record, manipulate and
communicate data necessary for the operational and planning activities
which have to be carried out if the organization is to accomplish its

objectives” (Land & Kennedy-McGregor, 1987:63).

process

view

“... information systems are future-oriented systems. That is to say,
choices of input today are based on anticipation of usefulness tomorrow,
next year, or even next century in the case of research libraries and
archives. This assumption--messages carry a potential value--is important
because it demands that we see system and user in a larger systemic

sense” (Taylor, 1986, p. 5).

social view

“an information system is a social system, which has embedded in it
information technology. The extent to which information technology
plays a part is increasing rapidly. But this does not prevent the overall
system from being a social system, and it is not possible to design a
robust, effective information system, incorporating significant amounts of
the technology without treating it as a social system. It is not enough to
design a technical system, and then attempt to make it user friendly, or to
tell the designer to remember to take into account of human factors”

(Land, 1985, p. 215).

social view
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Definition

View of IS

“Information systems are not technical systems which have behavioural
and social consequences, rather they are social systems which rely to an
increasing extent on information technology for their function.
Nevertheless, the technology is never more than a component of the
information system” (Land and Hirschheim, 1983, p. 91, emphasis in

original).

social view

“we propose that an information system consists of at least one PERSON
of a certain PSYCHOLOGICAL TYPE who faces a PROBLEM within
some ORGANIZATIONAL CONTEXT for which he needs EVIDENCE
to arrive at a solution (i.e., to select some course of action) and that the
evidence is made available to him through some MODE OF
PRESENTATION” (Mason and Mitroff, 1973, p. 475).

process

view
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Appendix C - Coverage of IS Types by Textbooks

This table summarizes the types of systems discussed by IS textbooks published in 2008

or later and appearing in at least in their fourth edition.
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Transactions Process-

ing Systems (TPS) X X X X X X

Collaboration

Technologies' X X X X X X X

Office Automation

Systems X X X

Enterprise Resource

Planning (ERP) X X X X X | X X

Supply Chain

Management (SCM) X X X X X X

Customer Relationship

Management (CRM) X X X X X X

Management Informat-

ion Systems (MIS) X X X X X X

Decision Support

Systems (DSS) X X X X X X X

Data Visualization

Systems® x x x x X

Executive Information

Systems (EIS) X X X X

Intelligent Systems /

Avrtificial intelligence* X X X X X X X

Knowledge Manage-

ment Systems (KMS) X X X X X

Virtual Reality X X X

*The first regional edition is based on the seventh international edition. Asmall 'X
indicates only minor coverage by a hand book; 1) Includes: group support systems
(groupware), conferencing software, workflow systems; 2) Bocij et al. Discuss these
as part of Office Automation Systems; 3) Includes geographic information systems
(GIS); 4) Includes: expert systems; intelligent agent systems; neural networks; genetic
algorithms.




